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.
As William Gibson famously said  circa 1992 â??The future is already here â?? itâ??s just not very
evenly distributedâ?•  In 2021 the future is certainly here in the form of algorithms (rather than people)
that manage low paid workers ( distribution centres, delivery services, etc), welfare service recipients
and those caught up in the justice system. Plus anyone else having to deal with chatbots when trying to
get through to other kinds of service providers. But is a counter-revolution brewing? Read onâ?¦

Selected quotes

â??Algorithmic accountability is the process of assigning responsibility for harm when algorithmic
decision-making results in discriminatory and inequitable outcomesâ?•

â??Among many applications, algorithms are used to:

â?¢ Sort rÃ©sumÃ©s for job applications;
â?¢ Allocate social services;
â?¢ Decide who sees advertisements for open positions, housing, and products;
â?¢ Decide who should be promoted or fired;
â?¢ Estimate a personâ??s risk of committing crimes or the length of a prison term;
â?¢ Assess and allocate insurance and benefits;
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â?¢ Obtain and determine credit; and
â?¢ Rank and curate news and information in search engines.â?•

â??Algorithmic systems present a special challenge to assessors, because the harms of these
systems are unevenly distributed, emerge only after they are integrated into society, or are often
only visible in the aggregateâ?•

â??What our research indicates is that the risk of self-regulation lies not so much in a corrupted
reporting and assessment process, but in the capacity of industry to define the methods and metrics
used to measure the impact of proposed systemsâ?•

Algorithmic Accountability: A Primer.  Data & S0ciety. Caplan, R., Donovan, J., Hanson, L., &
Matthews, J. (2018). 26 pages
CONTENTS
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Example: Racial Bias in Algorithms of Incarceration
Complications with Algorithmic Systems
â?¢ Fairness and Bias
â?¢ Opacity and Transparency
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Assembling accountability: Algorithmic Impact Assessment for the Public Interest. Data & Society.
Moss, E., Watkins, E. A., Singh, R., Elish, M. C., & Jacob Metcalf. (2021).

The 6 page Policy brief
The 56 page full report

.

In summary: The Algorithmic Impact Assessment is a new concept for regulating algorithmic systems
and protecting the public interest. Assembling Accountability: Algorithmic Impact Assessment for the
Public Interest is a report that maps the challenges of constructing algorithmic impact assessments
(AIAs) and provides a framework for evaluating the effectiveness of current and proposed AIA regimes.
This framework is a practical tool for regulators, advocates, public-interest technologists, technology
companies, and critical scholars who are identifying, assessing, and acting upon algorithmic harms.

First, report authors Emanuel Moss, Elizabeth Anne Watkins, Ranjit Singh, Madeleine Clare Elish, and
Jacob Metcalf analyze the use of impact assessment in other domains, including finance, the
environment, human rights, and privacy. Building on this comparative analysis, they then identify
common components of existing impact assessment practices in order to provide a framework for
evaluating current and proposed AIA regimes. The authors find that a singular, generalized model for
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AIAs would not be effective due to the variances of governing bodies, specific systems being evaluated,
and the range of impacted communities.

After illustrating the novel decision points required for the development of effective AIAs, the report
specifies ten necessary components that constitute robust impact assessment regimes.

.
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